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A review of literature reveals serious problems in the validity and reliability of the measurement tools used in simulation technology acceptance studies conducted in the context of various technology acceptance models. To address this gap in literature, this study proposes a measurement tool that will allow a valid and reliable measurement of students’ acceptance levels. The study was conducted in the 2017–2018 academic year and involved a group of 409 health sciences students. Exploratory factor analysis (EFA) was conducted to examine the construct validity of the conclusions based on gathered measurements. At the end of the EFA, a construct with a single factor and 24 items which explained 54.87 percent of the total variance was obtained. Based on the findings of the research, it was concluded that simulation acceptance scale produced from the EFA could be used for valid and reliable measurements regarding the general acceptance of simulation technologies by the health sciences students.

Implications for practice or policy:

- The SAS can be used to produce valid and reliable measurements regarding the general acceptance of simulation technologies by students studying health sciences.
- Educators may need to consider students’ simulation acceptance levels before a simulation course.
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Introduction

The development of skills and behaviours in medical education is regarded as important as the acquisition of knowledge, and it is achieved by working on real patients in a significant part of the education. Teaching and learning in medicine began as an apprenticeship model but has evolved into a more structured model, reflecting of the developments and innovations in medicine and educational sciences. Medical education in the twenty-first century is a pedagogy based on qualifications, prioritising practical training where miscellaneous information and education technologies can be used (Elçin, 2010).

Combined with developments in education and the innovations in the delivery of healthcare services, medical students are facing new challenges in their learning environments: the ageing population, the increase in chronic diseases, the decrease in diagnosis and treatment durations, the increasing number of students, and the decreasing number of trainers. Hence, the training of health professionals during the delivery of healthcare services should be reorganised.

One of the most important maxims in medical science has been “first, do no harm”, and over the past 25 years, patient safety has become one of the most prominent issues in the field. “To err is human”, a report published in the United States in 1999, revealed that many people were losing their lives every year as a result of medical errors. This is higher than the number of lives lost to traffic accidents in the United States (Institute of Medicine, 1999). Similarly, more than 10 to 16% of inpatients in the United Kingdom and Australia respectively, suffer from the same fate (Institute of Medicine, 1999). Such figures demanded measures be taken not only in-service delivery models but also in medical education.

Within the scope of health sciences training, it is not possible to go beyond a certain level of qualification without working on real patients. Even though the theoretical approach is to “treat the patient, not the disease”, witnessing the physical, psychological and social differences, and diversity in individuals, and being able to make an analysis based on a critical approach is a significant benefit. The basic goal in such training is to be able to monitor and assess each patient with regard to their unique condition. Simulation is a technique which can be employed to overcome the above challenges in medical education.
Simulation

Simulation is defined as a technique that changes or develops real experiences through guided experiences, using a totally participatory style in a naturality that is created by repeating or imitating the existing aspects of the real world (Gaba, 2004). The first simulations in medicine involved simple anatomical models that date back long before discovery of modern plastics and computers (Kunkler, 2006). Over the course of time, and gaining rapid popularity at the end of the twentieth century, human-patient simulations emerged. This was a significant step in the development of health sciences education (Rosen, 2008). Fidelity, the preferred term used to define the verisimilitude and technical capacity of the simulation, is generally addressed in three categories: low, medium, and high (Elçin & Odabaşı, 2016).

1. Low fidelity simulation: These simulators have no feedback mechanism and include part-task trainers, fresh-frozen cadavers, and some screen-based simulations.
2. Medium fidelity simulation: This group of simulators include screen-based simulators, full body task trainers, and haptic simulators. They are able to provide feedback.
3. High fidelity simulation: This group includes sophisticated manikins that can provide instant feedback in the form of reactions to any interventions.

Simulation practices offer advantages when it is difficult, risky, or expensive to provide a real practical environment (Motola, Devine, Chung, Sullivan, & Issenberg, 2013). From the viewpoint of health education, simulation-based training is highly effective in the achievement of knowledge, skills, and behaviours among health professionals by providing a safe learning environment both for patients and learners (Boyle et al., 2016; Datta, Upadhyay, & Jaideep, 2012; Motola et al., 2013). Figure 1 shows how the skills categories are matched to the simulation types: shown in corresponding colours. The simulations used in health sciences practices can be divided into three basic categories: physical, virtual, and biological (Cobett & Snelgrove-Clarke, 2016; Luctkar-Flude, Wilson-Keates, & Larocque, 2012).

Skills Triangle

Simulation Triangle

Figure 1. The skills triangle and the simulation triangle in healthcare (Lampotang et al., 2013)

A physical simulator is primarily for learning psychomotor skills and has no virtual components. Part task trainers suitable for IV injection are examples of this type of simulator (Lampotang et al., 2013). A virtual simulator such as the virtual anesthesia machine (VAM) (Fischler, Kaschub, Lizdas, & Lampotang, 2008) is a web-enabled, screen-based simulator suitable for learning cognitive skills. Virtual simulators do not contain any physical or tangible components. A biologic simulator (standardised/simulated patients/participants) provides learners with high fidelity simulations of interpersonal interactions (Lampotang et al., 2013) and also provides an innovative approach to emphasise the critical role of affective skills (MacLean, Kelly, Geddes, & Della, 2017). These three types of simulators can also be utilised in
healthcare education in a combined manner. For instance, a central venous access (CVA) part task trainer combining a physical mannikin and its virtual counterpart (mixed simulation) can be used together for learning psychomotor and cognitive skills. Another combined simulation type is hybrid simulation (Kneebone, 2010) which combines standardised patients with part task trainers for learning affective and psychomotor skills at the same time such as breast or prostate examination (Kotranza & Lok, 2008; Lampotang et al., 2013). Yet another combined simulation type is mixed reality human (MRH), a new type of embodied agent/avatar that affords touch-driven communication and behaves like a real human (Cordar, Wendling, White, Lampotang, & Lok, 2017; Kotranza, Lok, Deladisma, Pugh, & Lind, 2009).

Regardless of the modality of simulation, four basic benefits of using simulations in medical education have been reported (Kunkler, 2006): (1) developing (enriching) educational experience, (2) increasing patient safety, (3) cost-benefit effectiveness, and (4) opportunities for continuous professional development. All of these benefits depend on the proper use of simulation methodologies (Issenberg, McGaghie, Petrusa, Lee Gordon, & Scalese, 2005), which should define clear and measurable targets and outputs for the training, integrate simulation into the curriculum, provide effective feedback, ensure repetitive practice, gradually complicate the practice, control the training environment, and finally take individual characteristics into consideration (Lammers et al., 2008). To make the best use of these technologies in educational environments, the participants need to develop positive attitudes, beliefs, and intentions toward their use.

**Technology acceptance**

The technology acceptance structure consists of cognitive and psychological elements related to the use of technology, and several models (e.g., technology acceptance model, technology acceptance model 2, and innovation diffusion theory) have been developed, with an aim to reveal the factors affecting the effective and productive use of technology. Believing that a single model would be insufficient to explain technology use, and that this topic needs to be examined in a multidimensional manner, Venkatesh, Morris, Davis, and Davis (2003) developed the unified theory of acceptance and use of technology (UTAUT) model (Figure 2).

![Figure 2. UTAUT (Venkatesh et al., 2003, p.447)](image)

This model, which combines elements similar to those included in eight different models (social cognitive theory, innovation diffusion theory, technology acceptance model, theory of planned behaviour, combined...
technology acceptance model and theory of planned behaviour, motivational model, model of PC utilisation, and theory of reasoned action), identifies performance expectancy (PE), effort expectancy (EE), social influence (SI), and facilitating conditions (FC) as the four basic elements determining a behavioural use intention. PE refers to the belief that performance will improve through the use of technology, EE refers to the belief that the technology will be easy to use, SI refers to the belief held by significant people in one’s social environment that the technology in question should be used, and FC refer to the belief that various elements exist that support the use of technology. The UTAUT model developed by Venkatesh et al. (2003) includes intermediary variables that indirectly affect intention or use (such as gender, age, experience, and volunteering) while also determining the factors with direct effects, as mentioned above. A review of the literature on UTAUT uncovers some studies that include intermediary variables in addition to determining variables (Magsamen-Conrad, Upadhyaya, Joa, & Dowd, 2015), whereas others (Carlsson, Carlsson, Hyvonen, Puhakainen, & Walden, 2006; Escobar-Rodriguez, Carvajal-Trujillo, & Monge-Lozano, 2014; Nicholas, Azeta, Chiazor, & Omoregbe, 2017; Oktal, 2013; Sedana & Wijaya, 2010; Thomas, Singh, & Gaffar, 2013; Zhou, Lu, & Wang, 2010) do not. Venkatesh et al. (2003) determined that the model covering the determining variables explained 70% of the intention. Accordingly, the present study does not include the mentioned intermediary variables, focusing rather on the determining factors that affect the acceptance of the system by users.

The UTAUT model is one of the most frequently used models cited in the literature, and has been used to examine many different technologies such as social media (Escobar-Rodriguez et al., 2014), homecare technologies (Kutlay, 2015), medical devices (Kurtuluş, 2015), mobile learning (Carlsson et al., 2006; Thomas et al., 2013), online family dispute resolution systems (Casey & Wilson-Evered, 2012), tablet devices (Magsamen-Conrad et al., 2015), information systems (Oktal, 2013), and learning management systems (Jong, 2009; Maina & Nzuki, 2015; Nicholas et al., 2017; Raman, Don, Khalid, & Rizuan, 2014; Sedana & Wijaya, 2010; Sezer & Yilmaz, 2019). Among these technologies, simulation tools/practices (screen-based simulation, part task trainers, manikins, haptics etc.) hold a prominent place as a frequently used educational material/resource. Previous studies have determined the more users accept such simulations may increase their performance (performance expectancy), the more likely they are to use these technologies (Boyle et al., 2016; Rasimah, Zaman, & Ahmad, 2011; Zhu, Hadgar, Massielle, & Zary, 2014). These technologies need to be accepted by users in both daily life and in the educational context in order to provide the maximum possible benefits.

**Purpose of the study**

Literature indicates that use of a technology is based on the belief, attitude, and intentions of the potential user, and the same also applies to simulation (Casey & Wilson-Evered, 2012; Carlsson et al., 2006; Escobar-Rodriguez et al., 2014; Maina & Nzuki, 2015; Nicholas et al., 2017; Sedana & Wijaya, 2010; Thomas et al., 2013). The acceptance of simulation practices by the users is the first requirement for the development of knowledge, skills, or attitudes (Botetatu, Hult, Tessma, & Fors, 2010; Cant & Cooper, 2010; Deladisma et al., 2007; Johnsen, Fossum, Vivekananda-Schmidt, Fruhling, & Slettebo, 2018; Lin, Travlos, Wadelin, & Vlasses, 2011; Oh, Jeon, & Koh, 2015; Stroup, 2014). The acceptance of simulations among students increased in accordance with the visual reality (Kotranza et al., 2009; Robb, Cordar et al., 2015) such as animation quality, the coherence between mouth movements and voice, the image quality in screen-based simulations, and with the behavioural reality (Robb, Lok et al., 2015) such as audio quality, eye contact, convenience of behaviours, and non-verbal behaviours.

Studies of the acceptance of technology have examined the level of acceptance of miscellaneous technologies at a college level using various models, some of which make use of the UTAUT model. However, despite their frequent use, literature is lacking any valid and reliable measurement tool that focuses on the acceptance of simulation tools and practices in the field of health sciences. Serious validity and reliability problems have been observed in studies (Johnsen et al., 2018; Kurenov et al., 2017; Rasimah et al, 2011) measuring the level of acceptance of simulation technologies among users. It has been further noted that new scales have been developed for various technology acceptance models that can be applied to simulation. However, limited information is available regarding their validity. Furthermore, the Cronbach's alpha value was calculated in only one of these studies (Rasimah et al., 2011) with the aim of providing proof of the reliability of the measurements. The aim of our study is to develop a simulation acceptance scale (SAS) measuring the level of general acceptance of simulation technologies based on the UTAUT model, and to provide valid and reliable results.
Method

Study group

At Hacettepe University over the course of 3 years students of the faculty of medicine engage in various simulation practices within the scope of the Good Medical Practices program, involving standard patient interviews, practice of occupational skills on part task trainers/mannikins, and the application of medical skills in simulated environments. By the time the students reach the third year, they have gained adequate experience and knowledge in simulation. Accordingly, for the purpose of this study, data was collected from students studying in their third year in the Faculty of Medicine. The number of students who fitted the profile of the scale was 415, although 6 of the students were removed from the data set after giving the same answer to all items on the measurement tool. Accordingly, the final study group comprised 409 out of the 531 students studying in their third year at the Hacettepe University Faculty of Medicine in the 2017–2018 academic year. A convenient sampling method was used in the determination of the study group, of which 51.3% were female, and the remaining 48.7% male. The mean age of the students was 21.3 years, and the numbers of students studying medicine in Turkish and in English were 240 (58.7%) and 169 (41.2%), respectively.

Procedure

First, a content validity analysis was performed in the study according to the validity procedures. While developing the SAS, items related to the four basic variables defined by Venkatesh et al. (2003) as determinants in the acceptance of technology by individuals, that is PE, EE, SI, and FC, were created. The opinions of four experts were obtained while preparing the items of the scale, with the aim of creating an item pool that reflected precisely the structure to be measured. All of the experts were post-doctoral, with one working in the field of medical education, and the other three working in computer and instructional technologies education.

The SAS item pool comprised a total of 36 items representing the four sub-dimensions was used to developing the scale. A 5-point Likert scale (strongly agree [5], agree [4], neither agree nor disagree [3], disagree [2] and strongly disagree [1]) was used for all the statements in the scale. In line with the expert feedback, three items in the scale were removed and the remaining items were amended as required. Before proceeding with the implementation, the opinions of one assessment and evaluation expert and one Turkish language expert were garnered, and upon making the required corrections to the format and wording, the scale was ready for a preliminary study.

The primary objective of a preliminary study is to determine the comprehensibility of the scale items among the target group and make it possible to obtain feedback regarding the time needed to complete the scale. Accordingly, the preliminary study was conducted with a total of eight students who, upon completion of the study, were interviewed to gain insight into the comprehensibility of the scale items. As a result, two items were clarified in line with the feedback from the students, and the time given to complete the scale was determined based on the average time spent by the students during the preliminary study. The data collected during the preliminary study, which was conducted solely to obtain feedback, was not included in the data set used in the analyses.

Data analysis

Within the scope of the validity studies, an exploratory factor analysis (EFA) was conducted to determine the validity of the structure, with the aim being to discover the limited number of conceptually significant variables by gathering together a large number of interrelated variables (Çokluk, Şekercioğlu & Büyükozentürk, 2012; Stevens, 2009; Tabachnick & Fidell, 2014). EFA is a method used to turn a large set of variables into a smaller set of factors or components (Pallant, 2016). One of the most significant points required to be taken into consideration while determining whether the data set is suitable for the factor analysis is the sample size. Even though the literature contains different arguments regarding sample size, it is generally accepted that the larger the sample, the better the results (MacCallum et al., 1999; Pallant, 2016). Kline (1994) reported that a sample of 200 persons would be adequate to obtain reliable results from the factor analysis, while Field (2018) and Tabachnick and Fidell (2014) reported that a sample of at least
300 persons was required for the factor analysis, but that a smaller sample of 150 persons may also be adequate in cases where the factor loads are sufficiently high. Another approach taken into consideration in the determination of sample size is to base it on the ratio between the number of participants and the number of items. Tabachnick and Fidell (2014) argued that the number of participants should be five times the number of items, while according to and Hair, Black, Babin, Anderson, and Tatham (2006) and Nunnally (1978) it should be 10- and 20-fold, respectively. Based on the previous literature, the sample size of 409 students in the study was found to be appropriate, since it met the majority of criteria related to the factor analysis sample size.

Another means of checking whether a data set is appropriate for the factor analysis is to examine the Kaiser-Mayer-Olkin (KMO) value and to carry out a Bartlett's test. In the literature, for a set of data to be appropriate for the factor analysis, the KMO coefficient should be greater than 0.60, and Bartlett's sphericity test should provide statistically significant results (Büyüköztürk, 2010; Pallant, 2016). In this study, a parallel analysis method was also used to determine the number of dimensions. The Cronbach's alpha coefficient was calculated to estimate the reliability of the SAS data, and the adjusted item-total correlation was calculated to determine the items’ discrimination levels. For the purposes of this study, the SPSS 22.0 package was used for EFA, Cronbach's alpha, and item analyses; while a parallel analysis was conducted using the Monte Carlo PCA for parallel analysis software developed by Watkins (2000).

**Findings**

**Validity studies**

*Construct validity*

EFA was conducted to determine the construct validity of the SAS. The KMO value was analysed and Bartlett test was conducted to define whether the data was suitable for the factor analysis. The KMO value (0.968) and Bartlett test result ($p = 0.000$) obtained from the analysis suggests that the data could be used in the factor analysis. As a result of the first factor analysis, items 4, 15, 19, 24, and 32 were removed from the scale, as they appeared under two factors, while the remaining items were subjected to another factor analysis, and the items with very low factor loads, items 6, 10, 22, and 29, were also removed from the scale. As a result of the final factor analysis applied to the remaining 24 items, it was determined that the items loaded onto a single factor with very high factor loads of between 0.574 and 0.854, and that the scale was uni-dimensional. Table 1 presents the factor loads of the items and the explained variance value.

<table>
<thead>
<tr>
<th>Item number</th>
<th>Item</th>
<th>Factor load</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Attending simulation practices speeds up my learning process.</td>
<td>0.780</td>
</tr>
<tr>
<td>2</td>
<td>I learn easily how to conduct simulation practices.</td>
<td>0.634</td>
</tr>
<tr>
<td>3</td>
<td>Trainers think that it is beneficial for me to use simulations during training.</td>
<td>0.596</td>
</tr>
<tr>
<td>5</td>
<td>Attending simulation practices increases my performance.</td>
<td>0.793</td>
</tr>
<tr>
<td>7</td>
<td>Those whose ideas are important to me recommend that I use simulation in my training.</td>
<td>0.670</td>
</tr>
<tr>
<td>8</td>
<td>I have trainers to help me with any problems I may encounter during simulation practices.</td>
<td>0.596</td>
</tr>
<tr>
<td>9</td>
<td>Using simulation increases my efficiency in the practicing of occupational skills.</td>
<td>0.825</td>
</tr>
<tr>
<td>11</td>
<td>I think having simulation practices in our faculty is a significant indicator of good status.</td>
<td>0.574</td>
</tr>
<tr>
<td>12</td>
<td>The simulation environment helps me to see my mistakes.</td>
<td>0.719</td>
</tr>
<tr>
<td>13</td>
<td>Attending simulation practices facilitates my learning process.</td>
<td>0.837</td>
</tr>
<tr>
<td>14</td>
<td>I think learning with simulation is easy.</td>
<td>0.735</td>
</tr>
<tr>
<td>16</td>
<td>I think the repetitive nature of simulation practice supports my learning.</td>
<td>0.730</td>
</tr>
<tr>
<td>17</td>
<td>I believe simulations will make a positive contribution to my future career.</td>
<td>0.735</td>
</tr>
<tr>
<td>18</td>
<td>I think simulation practices are comprehensible.</td>
<td>0.611</td>
</tr>
<tr>
<td>20</td>
<td>Training prior to simulation facilitates practice.</td>
<td>0.726</td>
</tr>
</tbody>
</table>
I find it beneficial to use simulation in training. 0.817
I would like to benefit from simulation practices at least to the extent that my friends do. 0.742
Lectures that make use of simulations are more effective. 0.836
Learning through simulation practices fits my learning approach. 0.840
The use of simulations ensures effective learning. 0.854
Training process can be finalised earlier through the use of simulations. 0.737
Simulation practices are highly useful in skill training. 0.779
I can carry out my tasks more easily using simulation. 0.834
Thanks to the trainers, I am able to reach adequate amount of information before using the simulation. 0.645

Total variance explained 54.807%

To define the number of factors, the scree plot in Figure 3 was analysed. Büyüköztürk (2010) argues that a sudden decrease after the first factor, followed by the horizontal change along a line chart indicating eigenvalues of all other factors can be put forward as proof of uni-dimensionality. From this position it is clear in Figure 3 that a sharp break occurs between the first and second factors, and that the first factor explains a greater amount of variance than the other factors. As a result, Cattell’s (1978) scree test was used, and single factor was decided to be maintained in the following analyses.

Figure 3. Scree plot on SAS factors

These results support those obtained from the parallel analysis. In the parallel analysis method developed by Horn (1965), eigenvalue averages are calculated using a random correlation matrix covering the same number of variables and participants as the real data (Yavuz & Doğan, 2015). While determining the number of factors, the number of columns in which the eigenvalues obtained from the real data are greater than the eigenvalue estimated based on random data, are taken into consideration (O’Connor, 2000). As shown in Table 2, the first eigenvalue obtained from the real data is greater than the first eigenvalue estimated based on random data; while for the second eigenvalues, the value estimated based on random data is observed to be greater. Therefore uni-dimensionality was checked using the parallel analysis method.
Table 2
Eigenvalues obtained from the parallel analysis

<table>
<thead>
<tr>
<th>Item number</th>
<th>Real eigenvalue</th>
<th>Eigenvalue estimated based on random data</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>13.154</td>
<td>1.4621</td>
</tr>
<tr>
<td>2</td>
<td>1.244</td>
<td>1.3902</td>
</tr>
</tbody>
</table>

Item analysis

Another proof of the validity of the SAS structure was obtained from the item analysis. Table 3 illustrates the findings of the item-total correlations, estimated to determine the discrimination levels of the SAS items. Accordingly, based on the findings shown in Table 3, it is apparent that the values related to the item-total correlation vary between 0.547 and 0.827.

Table 3
SAS item analysis results

<table>
<thead>
<tr>
<th>Item number</th>
<th>Cronbach’s alpha if item deleted</th>
<th>Adjusted item-total correlation</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.960</td>
<td>0.751</td>
<td>4.23</td>
<td>0.896</td>
</tr>
<tr>
<td>2</td>
<td>0.961</td>
<td>0.610</td>
<td>3.92</td>
<td>0.927</td>
</tr>
<tr>
<td>3</td>
<td>0.962</td>
<td>0.575</td>
<td>4.12</td>
<td>0.928</td>
</tr>
<tr>
<td>5</td>
<td>0.960</td>
<td>0.765</td>
<td>4.12</td>
<td>0.898</td>
</tr>
<tr>
<td>7</td>
<td>0.961</td>
<td>0.643</td>
<td>3.82</td>
<td>0.942</td>
</tr>
<tr>
<td>8</td>
<td>0.962</td>
<td>0.578</td>
<td>3.94</td>
<td>1.057</td>
</tr>
<tr>
<td>9</td>
<td>0.960</td>
<td>0.805</td>
<td>4.19</td>
<td>0.897</td>
</tr>
<tr>
<td>11</td>
<td>0.963</td>
<td>0.547</td>
<td>3.86</td>
<td>1.196</td>
</tr>
<tr>
<td>12</td>
<td>0.960</td>
<td>0.701</td>
<td>4.10</td>
<td>0.900</td>
</tr>
<tr>
<td>13</td>
<td>0.959</td>
<td>0.810</td>
<td>4.13</td>
<td>0.873</td>
</tr>
<tr>
<td>14</td>
<td>0.960</td>
<td>0.703</td>
<td>4.03</td>
<td>0.868</td>
</tr>
<tr>
<td>16</td>
<td>0.961</td>
<td>0.699</td>
<td>4.17</td>
<td>0.932</td>
</tr>
<tr>
<td>17</td>
<td>0.960</td>
<td>0.706</td>
<td>4.02</td>
<td>0.945</td>
</tr>
<tr>
<td>18</td>
<td>0.962</td>
<td>0.582</td>
<td>3.94</td>
<td>0.851</td>
</tr>
<tr>
<td>20</td>
<td>0.961</td>
<td>0.698</td>
<td>4.14</td>
<td>0.919</td>
</tr>
<tr>
<td>21</td>
<td>0.960</td>
<td>0.786</td>
<td>4.14</td>
<td>0.914</td>
</tr>
<tr>
<td>23</td>
<td>0.960</td>
<td>0.715</td>
<td>4.13</td>
<td>0.947</td>
</tr>
<tr>
<td>25</td>
<td>0.959</td>
<td>0.812</td>
<td>4.06</td>
<td>0.938</td>
</tr>
<tr>
<td>26</td>
<td>0.959</td>
<td>0.813</td>
<td>4.11</td>
<td>0.922</td>
</tr>
<tr>
<td>27</td>
<td>0.959</td>
<td>0.827</td>
<td>4.23</td>
<td>0.853</td>
</tr>
<tr>
<td>28</td>
<td>0.960</td>
<td>0.700</td>
<td>4.00</td>
<td>0.936</td>
</tr>
<tr>
<td>30</td>
<td>0.960</td>
<td>0.751</td>
<td>4.06</td>
<td>0.899</td>
</tr>
<tr>
<td>31</td>
<td>0.960</td>
<td>0.805</td>
<td>4.00</td>
<td>0.862</td>
</tr>
<tr>
<td>33</td>
<td>0.961</td>
<td>0.622</td>
<td>3.96</td>
<td>0.969</td>
</tr>
</tbody>
</table>

Reliability

The internal consistency reliability of the SAS measurements was estimated using Cronbach’s alpha coefficient, and the uni-dimensional scale’s Cronbach’s alpha reliability coefficient was determined to be 0.962. SAS has 24 items collected in a single dimension. A 5-point Likert scale (strongly agree [5] to strongly disagree [1]) is used for the items in the scale. The scale has no item that requires the points to be reversed. The range of possible scores from the scale is 24 – 120, and the higher the total points, the greater the students’ acceptance of simulation practices.

Discussion

The objective of this study was to develop a measurement tool for the valid and reliable measurement of the level of acceptance among students’ simulation practices. The construct validity of the scale was analysed using EFA, and a single-factor structure with 24 items that explained 54.81% of the total variance was developed. This single-factor structure was supported by the findings of the parallel analysis. While developing the SAS, UTAUT was used to explain user behaviour and technology use, being a strong model
with four main dimensions: PE, EE, FC, and SI. The literature review indicated that four dimensional structures are obtained from measurement tools created and developed based on UTAUT for the acceptance of certain technologies (Carlsson et al., 2006; Casey & Wilson-Evered, 2012; Escobar-Rodriguez et al., 2014; Jong, 2009; Kurtulus, 2015; Kütlay, 2015; Magsamen-Conrad et al., 2015; Maina & Nzuki, 2015; Nicholas et al., 2017; Oktal, 2013; Raman et al., 2014; Sedana & Wijaya, 2010; Thomas et al., 2013). In this study, a uni-dimensional structure was created representing these four structures, and the developed scale has an adequate number of items representing each sub-dimension, with the number of items for the sub-dimensions of PE (items 1, 5, 9, 13, 17, 21, 25, 27, 30), EE (items 2, 14, 18, 28, 31), SI (items 3, 7, 11, 23), and FC (items 8, 12, 16, 20, 26, 33): that is 9, 5, 4, and 6 items respectively. Ideally, the Cronbach’s alpha coefficient of a scale should be at least 0.70 (DeVellis, 2012; Nunnaly & Bernstein, 1994; Tezbaşaran, 1997). The Cronbach’s alpha coefficient (0.962) used to determine reliability of SAS measurements was estimated to be considerably higher than the value defined in literature. This can be interpreted as proof of the reliability of the SAS measurements. Finally, the item analyses (Table 3) were examined to define the discrimination levels of the items in the scale and items with an item-total correlation value of at least 0.30 were accepted as capable of distinguishing the characteristic to be measured (Erkuş, 2012). In this case, it was interpreted that all items on the scale showed good discrimination levels.

Conclusion

Although international studies reviewed in the literature offer up a variety of tools for the measurement of the level of acceptance of simulation practices among students, there are number of problems with regards to the validity and reliability of the results obtained from these tools (Johnsen et al., 2018; Kurenov et al., 2017; Rasimah et al., 2011). This study can be considered significant given the extent to which the concept of simulation has been studied in literature in recent years, and its creation of a tool to estimate the acceptance of simulation practices among students. Based on the findings of this research, it was concluded that the SAS developed could be used to produce valid and reliable measurements regarding the general acceptance of simulation technologies by students studying health sciences at the beginning of a simulation training. Students with low acceptance levels can be informed about the importance of using simulation in medical education before participating in a simulation course/lesson/application. Repetitive practices with instant feedbacks about performance can be provided by educators to increase their perception levels before, during and following practice.

Limitations and recommendations

Besides the strengths mentioned above, the study has some limitations that need to be addressed in future studies. As a consequence of simultaneous application of a measurement tool that measures a different structure which may be associated to the simulation acceptance perception and SAS to study group, then the correlation between the results to be obtained can be compared in analysing concurrent validity. It may also be necessary to repeat the validity and reliability analyses of the data collected from different segments of the study group. Future studies conducted using the SAS will have significance in terms of their contribution to the measurement capability of the scale.

A scale measuring the level of acceptance of simulations among students was developed based on this study, but the educators’ perception of acceptance is also very important in the successful integration of simulations into higher education institutions. Accordingly, future studies may seek to develop measurement tools for the measurement of the level of acceptance among educators. Future research using intermediary variables to determine whether personal differences, such as gender, education level, age, and familiarity with technology have an effect on the acceptance and usage of simulations would be helpful.
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