Examining the validity of the technological pedagogical content knowledge (TPACK) framework for preservice chemistry teachers
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While various quantitative measures for assessing teachers’ technological pedagogical content knowledge (TPACK) have developed rapidly, few studies to date have comprehensively validated the structure of TPACK through various criteria of validity especially for content specific areas. In this paper, we examined how the TPACK survey measure is aligned with the TPACK lesson plan measure and how they are related to the measure of epistemological beliefs about chemistry. The participants were 280 Chinese preservice chemistry teachers enrolled in a university in China. Both exploratory and confirmatory factory analyses were performed on the TPACK survey measure to help to establish validity, including considerations for convergent and discriminant validity. This was followed by the invariance test to examine factorial validity as related to gender. To establish the predictive validity of TPACK, the relationships among teachers’ epistemological beliefs, TPACK, and their capacity for planning technology-integrated lessons were also examined. Overall, the results showed that all four types of validity looked at in this study (i.e., convergent, discriminant, factorial, and predictive) were satisfactorily established. Implications for TPACK research and teacher education are also discussed.

Introduction

Since 2005, the framework of technological pedagogical content knowledge (TPACK) has been widely applied for the design and evaluation of teacher professional development courses. (Chai, Koh, & Tsai, 2013; Voogt, Fisser, Roblin, Tondeur, & van Braak, 2013). As some scholars argued, the TPACK framework was powerful not only in unpacking and interpreting knowledge variables that may influence teachers’ capacity for integrating information and communication technologies (ICT) within a discipline area, but also in facilitating teachers’ implementation of ICT-integrated lessons and relevant assessments (e.g., Angeli & Valanides, 2009; Archambault & Barnett, 2010; Cox & Graham, 2009; Harris, Grandgenett, & Hofer, 2010).

Given the importance of the TPACK framework, a great number of quantitative studies have been devoted to developing various instruments to measure teachers’ TPACK. However, much work is still required for enhancing the validity of the TPACK instruments for multiple reasons. First, more research is needed to address some methodological issues detrimental to the validity of the TPACK instruments, such as lack of subject-specificity in TPACK, ambiguous wording of items, unclear definitions and examples of the TPACK components, small number of items per construct (e.g., fewer than three items) and small sample size (e.g., Chai, Koh, & Tsai, 2016; Cox & Graham, 2009).
Second, unsatisfactory convergent validity and discriminant validity were found when the TPACK framework was examined with multiple measures such as survey and rubrics (see Kopcha, Ottenbreit-Leftwich, Jung, & Baser, 2014). Specifically, convergent validity refers to the extent to which indicators of a specific construct converge or share a high proportion of variance in common, whereby discriminant validity refers to the extent to which a construct is truly distinct from other constructs, often using correlation-based statistical strategies (Christensen, 2004). Adequate convergent validity and discriminant validity are important indicators of a satisfactory construct validity, which refers to whether a set of measured variables actually represents the theoretical latent construct those variables are designed to measure (Hair, Black, Babin, & Anderson, 2010).

Third, although several studies (e.g., Chai, Ng, Li, Hong, & Koh, 2013; Lee & Tsai, 2010; Lin, Tsai, Chai, & Lee, 2013) have established the convergent and/or discriminant validity through exploratory/confirmatory factor analyses, little research has further examined the factorial validity, meaning the extent to which a factor structure (e.g., seven component structure) represents a specific construct (e.g., TPACK), and more importantly, whether the construct with such a factor structure has been equivalently measured across different groups (e.g., males and females) of the whole sample (Hair et al., 2010). Fourth, previous studies have seldom examined the TPACK framework through predictive validity, which refers to the extent to which the procedures or behavioral measures can be used to infer or predict certain future behaviors or performance (Christensen, 2004). For example, is a teacher’s subject-specific TPACK associated with her belief about the subject itself and her teaching practice (e.g., lesson design)? With this backdrop on the validity issue of TPACK instruments, this study aimed to examine four types of validity (i.e., convergent, discriminant, factorial, and predictive) of the TPACK framework. Only by establishing them will the results yielded from the TPACK instruments be convincing and helpful for TPACK researchers and practitioners.

Literature review

Components of TPACK: A dimensional lens

As an extended form of Shulman’s (1986) work on pedagogical content knowledge (PCK), TPACK highlights technological knowledge (TK), in conjunction with pedagogical knowledge (PK) and content knowledge (CK), as another basic form of teachers’ professional knowledge (Angeli & Valanides, 2005). Despite the recognised difficulty in defining TK (Koehler & Mishra, 2009), TK generally refers to knowledge of integrating various technologies (Koh, Chai, & Tsai, 2010). PK, on the other hand, can be understood as “teachers’ deep knowledge about the processes and practices or methods of teaching and learning” (Koehler & Mishra, 2009, p. 397), and CK refers to knowledge about specific subject matter.

As Mishra and Koehler (2006) proposed, the interactions and intersections of these three knowledge bases (TK, PK, and CK) gave rise to the other four forms of knowledge, namely technological pedagogical knowledge (TPK), technological content knowledge (TCK), pedagogical content knowledge (PCK), and TPACK. Specifically, TPK represents knowledge of using technologies for pedagogical activities (Cox & Graham, 2009), while TCK refers to knowledge of representing subject matter with various technologies (Koh et al., 2010). PCK can be treated as knowledge of how to teach specific subject matter (Shulman, 1986). Finally, TPACK refers to teachers’ knowledge of synthesising and transforming the three types of knowledge (TK, PK, and CK) for a particular instructional context (Chai, Koh, & Tsai, 2011).

Generally, the aforementioned seven TPACK components/dimensions (i.e., TK, PK, CK, TPK, TCK, PCK, and TPACK) are more-or-less independent of one another. As implied in the original work of Mishra and Koehler (2006), these dimensions are supposed to be conceptually distinct and mutually exclusively from one another, though certain levels of correlations among them are expected. However, some researchers argued that the boundaries of the TPACK components were unclear, and more clarity about the constructs was requested accordingly (e.g., Archambault & Barnett, 2010; Cox & Graham, 2009). Further discussion about issues pertaining to construct validity is elaborated next.

Validation of TPACK: A multifaceted lens

To assess the aforementioned seven components/dimensions of TPACK among teachers, a group of researchers have developed various instruments with much emphasis on the validity of the TPACK
framework. Regardless of the measures used, researchers seemed to focus heavily on establishing the construct validity, which is situated in convergent and discriminant validity (Hair et al., 2010). In practice, convergent validity can be established through factor loading per item (> .50), average variance extracted (AVE) per construct (> .50), and construct reliability (> .70). Similarly, some researchers tended to establish convergent and discriminant validity through the cross-validation among different measures such as survey, lesson plans, and interviews (e.g., Cavanagh & Koehler, 2013; Hofer & Grandgenett, 2012). Relevant studies were guided by two assumptions (Kopcha et al., 2014; Trochim & Donnelly, 2008): (a) since different measures were built from the same TPACK framework, similar TPACK dimensions should be strongly related (e.g., a high score on TCK on one measure should correspond with a high score on TCK on another measure); and (b) dissimilar dimensions should be mutually exclusive from one another (e.g., a TCK score on one measure should emerge more distinctly from a TPACK score on the same or similar measure).

Among the literature, evidence regarding the construct validity is inconclusive. On one hand, many studies have consistently indicated a lack of satisfactory convergent and discriminant validity. Studies involving multiple measures of TPACK appeared to demonstrate different levels of misalignment among the measures (e.g., Agyei & Keengwe, 2014; Hofer & Grandgenett, 2012; So & Kim, 2009). For example, Kopcha and colleagues (2014) examined TPACK among 27 preservice teachers mainly using the survey of Schmidt et al. (2009) and the content analysis of lesson plans with the rubric developed by Harris et al. (2010). Based on the Spearman rank order correlation on the two measures, they identified low levels of convergence within similar TPACK dimensions (e.g., TPK) and a lack of discrimination between dissimilar dimensions (e.g., TPK and TPACK). Similarly, by adapting a popular survey instrument by Schmidt and colleagues (2009), a group of researchers have reported similar difficulty in differentiating the seven TPACK components (e.g., Archambault & Barnett, 2010; Jang & Tsai, 2012). That is, some components (e.g., TPK, TCK, and TPACK) were unexpectedly merged as new factors/dimensions (see Koh et al., 2010). These researchers argued that the issue of low discriminant validity could be mainly due to the lack of clear definitions and examples of the TPACK components and/or lack of subject-specificity in TPACK (e.g., Chai, Chin, Koh, & Tan, 2013; Chai et al. 2016).

By addressing the above issue, Chai and colleagues have managed to identify the seven TPACK components/dimensions and have reported adequate convergent and discriminant validity (e.g., Chai, Chin et al., 2013; Lin et al., 2013). Specifically, the TPACK measures used in these studies include carefully crafted items to effectively distinguish the seven components. To illustrate, a PCK item was phrased as “Without using technology, I know how to select effective teaching approaches to guide student thinking and learning in my second teaching subject.” (see Chai, Koh, & Tsai, 2011, p. 599). The seven TPACK components were found to be correlated with but distinct from one another (e.g., Chai, Ng et al., 2013; Koh, Chai, & Tsai, 2014). For example, Lin et al. (2013) adapted Schmidt et al.’s (2009) survey to investigate subject-specific TPACK among 222 Singaporean science teachers. Confirmatory factor analysis was conducted to verify the seven-factor structure and yielded rather high factor loadings (> .70), construct reliability (> .70), and AVE values (ranging from .67 to .82). Given inconsistent evidence on the construct validity of TPACK, this study adapts relevant instruments by Chai’s research team (e.g., Chai et al., 2011, Chai, Chin et al., 2013) to examine preservice teachers’ subject-specific (chemistry) TPACK.

Although the prior research studies have successfully established the convergent and discriminant validity through factor analysis, further rigorous tests (e.g., test of measurement invariance) are still required to enhance the factorial validity of TPACK and its representation in assessments. In practice, factorial validity can be indicated through satisfactory model-fit indexes of a model with specific factor structure and the accomplishment of measurement invariance. The former was evident in several existing studies (e.g., Koh et al., 2014; Lin et al., 2013), while the latter has been hardly recognised. That is, few researchers have explicitly examined whether the seven-factor structure of TPACK was equivalent for different groups (e.g., gender, ethnics, and teaching experience) involved in relevant participant populations. This constitutes a research gap that the current study aimed to fill.

Furthermore, as noted above, some researchers (e.g., Agyei & Keengwe, 2014; Hofer & Grandgenett, 2012; Kopcha et al., 2014) emphasised the validation of TPACK across multiple measures. In some sense, their work at least implicitly suggested the importance of another type of validity, predictive validity, meaning the extent to which the measures concerned can be used to infer or predict certain related behaviours or performance (Christensen, 2004). In the case of TPACK, this would mean that the TPACK components
should be able to predict relevant instructional behaviours such as planning an ICT-integrated lesson. In practice, this can be established via correlation and/or regression between assessments. Given a dearth of research studies have explicitly examined the predictive validity, this study attempts to address such a gap in the TPACK research.

**Development of TPACK: A presage-process-product lens**

Apart from ensuring the multifaceted validity of TPACK, researchers can move a step forward by using a presage-process-product (3P) lens (Biggs, 1993) to interpret the complex nature of TPACK. As its name implies, the 3P model consists of three parts: presage, process, and product. In the context of teacher knowledge research, presage can be understood as teachers’ perceptions of their work contexts and their beliefs about teaching, learning, and the nature of subject matter knowledge. Process can refer to TPACK, which has been characterised as a dynamic form of knowledge that is associated with teachers’ beliefs and practice (Angeli & Valanides, 2009; Chai, Chin et al., 2013). The TPACK measure underlies the design process. Because it is not quite possible to derive an objective measure of the complex design processes that each individual preservice teacher was engaged in, we used the TPACK measure as a proxy to the design process (Chai, Tan, Deng, & Koh, 2017). The process feature of TPACK also gains support from the epistemological resources framework by Hammer and Elby (2002). That is, TPACK can be treated as teachers’ enactment of TK, PK, CK and other overlapping constructs as epistemological resources to formulate ICT-integrated lessons for a specific group of students (Chai, Koh et al., 2013). Product refers to teachers’ planning, implementing, and reflecting on their lesson activities in practice, which can be understood as “TPACK-in-action” (Koh, Chai, & Tay, 2014, p. 20). For example, teachers’ lesson plans can be considered as a product because they can demonstrate the results of teachers’ decision-making and pedagogical reasoning (Harris et al., 2010). Inspired by the 3P model, this study explored the relationships among preservice teachers’ epistemological beliefs about chemistry (presage), TPACK (process), and their lesson planning (product). By doing so, we hoped: (a) to provide empirical evidence for the 3P model, (b) to interpret TPACK from a more comprehensive and systemic perspective, and (c) to enhance the validity of TPACK through associated measures.

**Research purposes and questions**

Based on the literature review, the current study aimed to examine the convergent, discriminant, factorial, and predictive validity with two established and validated measures of TPACK: Chai et al. (2011) survey and Harris et al. (2010) rubric. Specifically, this study was guided by three research questions:

1. Can the convergent and discriminant validity of the TPACK survey be established with the Chinese preservice chemistry teachers?
2. If so, can the factorial validity of the TPACK survey be established?
3. If so, can the predictive validity be established with the epistemological belief measure, the TPACK survey and the lesson plan rubric?

The three research questions are elaborated as follows. The first question focuses on whether the seven-factor structure of the TPACK survey measure can be recognised through exploratory and confirmatory factor analyses. The second question seeks to understand whether the verified seven-factor structure is equivalently measured across gender. Regarding the characteristics of the participants in this study, they shared many similarities in age (i.e., 21-22 years old), ethnicity (i.e. Chinese) and teaching experience (i.e., preservice). In this vein, gender seemed to be the main reference for dividing the participants into different groups (i.e., male and female) for the invariance test to examine the factorial validity. Unlike other studies (e.g., Chai et al., 2016; Koh et al., 2014) that investigated the gender difference in the mean scores on the seven TPACK components, the current study instead examined the invariance of the factor structure across gender. This was due to the main focus (e.g., validity issue) of this study and the coherence among the three research questions. With the factorial validity established and through the 3P lens, the third research question investigates the relationships among participants’ epistemological beliefs about chemistry, TPACK, and lesson planning.
Methods

Participants

The participants of this study were 280 preservice chemistry teachers (54% female, 46% male) who just started their sixth semester of a 4-year program during Feb 2016. As the program required, these preservice chemistry teachers were expected to complete various chemistry courses including inorganic chemistry, organic chemistry, analytic chemistry, and physical chemistry during the first 3 years. Generally, three ICT-related courses were provided for the participants. Specifically, one compulsory course was available during the first semester and it covered general aspects of technologies such as Word, PowerPoint, Excel, and Access. The other two optional courses were scheduled at the third and fifth semester, respectively. They both involved the use of particular software programs (e.g., video editing and producing, Flash, and online chemistry game) for chemistry teaching (e.g., using Flash to represent the process of certain chemical reaction at a submicroscopic level). During the sixth semester, these student teachers had the opportunity to take another optional course (i.e., Technological Pedagogical Content Knowledge for Chemistry) which highlighted the TPACK framework and its application in chemistry teaching. Before the course, all the participants had completed three teacher education courses on curriculum, teaching, and learning chemistry, as well as chemistry teaching skills. They had gained relevant experiences in designing lesson activities and micro-teaching in the previous courses. At the time of the study, the participants had no classroom teaching experience since the teaching practicum was scheduled at the last year of the preservice education program.

Instrumentation

Three instruments were used in this study: an adapted Chai et al.’s (2011) TPACK survey, Harris et al.’s (2010) rubric for TPACK integration, and an adapted instrument (Deng, Chai, Tsai, & Lin, 2014) for assessing epistemological beliefs about chemistry. Compared to the original instrument, the adapted TPACK questionnaire: (a) specified relevant content-related components (CK, TCK, PCK, and TPACK), (b) included only one CK component rather than two (first- and second-teaching subjects), (c) used technological terms more familiar or chemistry-relevant to the participants, and (d) refined items with relatively low factor loading. As a result, the adapted survey consisted of a total of 24 items, with 3 or 4 items for each TPACK component. Sample items are presented in Table 1. All the items were measured on a 7-point Likert-type scale (1 = strongly disagree, 7 = strongly agree). Based on the data in this study, the Cronbach’s α values ranged from .79 to .93, suggesting acceptable internal consistency (Hair et al., 2010).

Table 1

<table>
<thead>
<tr>
<th>Components</th>
<th>Sample Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>TK (4 items)</td>
<td>I can learn technology easily.</td>
</tr>
<tr>
<td>PK (3 items)</td>
<td>I am able to help my students to monitor their own learning.</td>
</tr>
<tr>
<td>CK (3 items)</td>
<td>I have sufficient knowledge about chemistry.</td>
</tr>
<tr>
<td>TPK (3 items)</td>
<td>I am able to facilitate my students to use technology to plan and monitor their own learning.</td>
</tr>
<tr>
<td>TCK (4 items)</td>
<td>I know about the technologies that I have to use for the research of chemistry.</td>
</tr>
<tr>
<td>PCK (3 items)</td>
<td>Without using technology, I can help my students to understand chemistry through various ways.</td>
</tr>
<tr>
<td>TPACK (4 items)</td>
<td>I can teach lessons that appropriately combine chemistry, teaching approaches and technologies (e.g., Flash, Virtual Chemistry Lab).</td>
</tr>
</tbody>
</table>

Harris et al. (2010) developed and validated the TPACK-based technology integration assessment rubric to assess TPACK inferred from teaching artifacts such as lesson plans created by student teachers. This rubric can be employed to rate lesson plans on four dimensions: (a) alignment between curriculum goals and technologies (TCK), (b) alignment between instructional strategies and technologies (TPK), (c) the appropriateness of technology selected within the planning product (TPACK), and (d) fit of content, pedagogy, and technology. Each dimension was scored on a 4-point scale, with “4” standing for the highest level of alignment, appropriateness (e.g., exemplary), and fit. In this study, two trained raters used the rubric
to code 56 (20%) of the lesson plans randomly selected from the participants. Cohen’s kappa was computed to check the inter-rater reliability, and the resulting kappa was .87.

Two subscales from an instrument (Deng et al., 2014) on scientific epistemological beliefs were also adapted for assessing the predictive validity in this study. The two subscales were (a) “beliefs about the constructive-inventive source of chemistry knowledge” (3 items) and (b) “beliefs about the tentative nature of chemistry knowledge” (4 items). Sample items for these two subscales included “Chemistry knowledge comes from chemists’ imagination and creativity” and “Chemistry knowledge is not unchangeable”, respectively. The Cronbach’s α values for the two subscales were .92 and .90, individually, indicating very good internal consistency (Hair et al., 2010).

At the first session of the course, the instructor (the first author) briefly introduced the goals of the course and expectations for the preservice chemistry teachers. He then administrated the survey instrument that consisted of the seven TPACK subscales and the two subscales of epistemological beliefs. Before the participants started completing the questionnaire, the instructor guided them to go through each item and provided relevant explanation about its meaning when necessary. On average, the participants completed the questionnaire within 25 minutes. They were asked to submit an ICT-integrated lesson plan by the next course session from which TPACK was officially introduced and elaborated. The lesson plan typically consisted of instructional goals, teaching strategies, activities of the teacher and students, and relevant rationale for the design. Participation was voluntary for both the survey and lesson planning.

Data analysis

To answer the first research question, principal component analysis (PCA) with the Varimax rotation method was conducted to investigate the seven-factor structure of the instrument. This was followed by a confirmatory factor analysis (CFA) to further verify the seven-factor structure. As Hair et al. (2010) suggested, a combination of multiple fit indexes should be used to examine how the model fits the data. Specifically, five indexes were used in this study: $\chi^2/df (< 3.0)$, CFI (> .90), TLI (> .90), RMSEA (< .07), and SRMR (< .08). Factor loadings generated from both PCA and CFA can be used to examine the convergent validity, while the model-fit test results would provide valuable information on the discriminant validity of TPACK. Next, standardised factor loadings were then used to calculate the values of AVE and construct reliability, which are the other two indicators of convergent validity. Specifically, AVE was calculated as the total of all squared standardised factor loadings divided by the number of items; while construct reliability was computed from the squared sum of factor loadings for each construct and the sum of the error variance terms for a construct (see Hair et al., 2010). Finally, the discriminant validity was examined by testing whether the square roots of AVEs were greater than the correlation estimates.

To answer the second research question, multi-group analyses with maximum likelihood method were then employed to test the measurement invariance across gender. According to Hair et al. (2010), the measurement invariance should be tested at each of the following steps: (a) configural invariance (i.e., invariance of factor structure), (b) metric invariance (i.e., invariance of factor loadings), (c) scalar invariance (invariance of intercepts and means), (d) factor covariance invariance (i.e., invariance of covariance between constructs), (e) factor variance invariance (invariance of variances of the constructs), and (f) error variance invariance (i.e., invariance of error variance in the indicators). Generally, each neighbouring pair of models in the above sequence (i.e., from (a) to (f)) is nested because different sets of parameters are constrained to be equal across groups (e.g., gender and grade levels) in the more restricted model (Chen, Sousa, & West, 2005). Following Chen et al.’s suggestion, four criteria were used to compare the fit for two nested models in this study: (a) the chi-square difference ($\Delta \chi^2$) test, (b) $\Delta$CFI test, (c) $\Delta$TLI test, and (d) $\Delta$RMSEA test. Considering that the use of $\Delta\chi^2$ test has been criticised due to its sensitivity to sample size (Hair et al., 2010), the other three criteria were thus used for the triangulation purpose. Specifically, $\Delta$CFI $\leq .01$, $\Delta$TLI $\leq .022$, and $\Delta$RMSEA $\leq .015$ suggested non-significant changes in model fit for testing measurement invariance, respectively.

To answer the third research question, similar to Kopcha et al.’s (2014) study, Spearman rank order correlation was conducted to examine the associations among scores on three TPACK components (i.e., TCK, TPK, and TPACK) and scores on the four-dimension rubric by Harris et al. (2010). Besides, path analysis was performed on the data of the 56 randomly selected participants to investigate any significant
relations among preservice teachers’ epistemological beliefs about chemistry, TPACK (as a whole), and their lesson planning (represented through the total scores on the four dimensions of the rubric).

Results

Convergent and discriminant validity of TPACK

As shown in Table 2, the results of PCA showed that seven factors were identified and explained 78.36% of total variance, with each explaining 9.12% to 14.54%. The factor loadings of all items were greater than .50. Similarly, all the standardised factor loadings produced from CFA were larger than .50. These jointly indicated acceptable convergent validity at the item level.

Table 2

<table>
<thead>
<tr>
<th>TPACK components (percentage of variance explained)</th>
<th>M</th>
<th>SD</th>
<th>λ-PCA</th>
<th>λ-CFA</th>
<th>AVEa</th>
<th>Construct reliabilityb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factor 1: TPACK (14.54%)</td>
<td>4.83</td>
<td>1.18</td>
<td>.80</td>
<td>.94</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TPACK1</td>
<td>4.76</td>
<td>1.32</td>
<td>.84</td>
<td>.90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TPACK2</td>
<td>4.89</td>
<td>1.18</td>
<td>.84</td>
<td>.89</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TPACK3</td>
<td>4.80</td>
<td>1.27</td>
<td>.84</td>
<td>.90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TPACK4</td>
<td>4.87</td>
<td>1.24</td>
<td>.83</td>
<td>.90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Factor 2: TCK (12.45%)</td>
<td>4.48</td>
<td>1.15</td>
<td></td>
<td>.64</td>
<td>.88</td>
<td></td>
</tr>
<tr>
<td>TCK1</td>
<td>4.52</td>
<td>1.27</td>
<td>.80</td>
<td>.80</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TCK2</td>
<td>4.34</td>
<td>1.36</td>
<td>.79</td>
<td>.89</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TCK3</td>
<td>4.59</td>
<td>1.26</td>
<td>.73</td>
<td>.74</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TCK4</td>
<td>4.48</td>
<td>1.50</td>
<td>.70</td>
<td>.77</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Factor 3: TK (12.14%)</td>
<td>4.62</td>
<td>1.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TK1</td>
<td>4.63</td>
<td>1.26</td>
<td>.78</td>
<td>.82</td>
<td>.62</td>
<td>.87</td>
</tr>
<tr>
<td>TK2</td>
<td>4.31</td>
<td>1.32</td>
<td>.76</td>
<td>.69</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TK3</td>
<td>4.64</td>
<td>1.14</td>
<td>.75</td>
<td>.87</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TK4</td>
<td>4.90</td>
<td>1.16</td>
<td>.71</td>
<td>.77</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Factor 4: TPK (10.22%)</td>
<td>4.49</td>
<td>1.14</td>
<td></td>
<td>.71</td>
<td>.88</td>
<td></td>
</tr>
<tr>
<td>TPK1</td>
<td>4.55</td>
<td>1.26</td>
<td>.84</td>
<td>.85</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TPK2</td>
<td>4.50</td>
<td>1.30</td>
<td>.78</td>
<td>.83</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TPK3</td>
<td>4.42</td>
<td>1.25</td>
<td>.78</td>
<td>.84</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Factor 5: PCK (10.18%)</td>
<td>4.65</td>
<td>.94</td>
<td></td>
<td>.68</td>
<td>.87</td>
<td></td>
</tr>
<tr>
<td>PCK1</td>
<td>4.65</td>
<td>1.02</td>
<td>.86</td>
<td>.89</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCK2</td>
<td>4.61</td>
<td>1.14</td>
<td>.80</td>
<td>.80</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCK3</td>
<td>4.71</td>
<td>1.03</td>
<td>.72</td>
<td>.80</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Factor 6: CK (9.70%)</td>
<td>4.40</td>
<td>1.17</td>
<td></td>
<td>.67</td>
<td>.86</td>
<td></td>
</tr>
<tr>
<td>CK1</td>
<td>4.29</td>
<td>1.37</td>
<td>.79</td>
<td>.83</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CK2</td>
<td>4.60</td>
<td>1.24</td>
<td>.79</td>
<td>.81</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CK3</td>
<td>4.30</td>
<td>1.35</td>
<td>.75</td>
<td>.82</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Factor 7: PK (9.12%)</td>
<td>4.50</td>
<td>.95</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PK1</td>
<td>4.31</td>
<td>1.22</td>
<td>.79</td>
<td>.80</td>
<td>.57</td>
<td>.86</td>
</tr>
<tr>
<td>PK2</td>
<td>4.52</td>
<td>1.05</td>
<td>.73</td>
<td>.73</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PK3</td>
<td>4.67</td>
<td>1.11</td>
<td>.73</td>
<td>.74</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes. The factor loadings of each item on the other factors were generally less than .30, and they were not presented here for simplicity.

a AVE = \( \sum \lambda^2 / n \), n is the number of items per construct; b Construct Reliability = \(( \sum \lambda^2 )^2 / ( \sum \lambda^2 + \sum (1-\lambda^2))\).

The CFA results also showed that the seven-factor structure expressed satisfactory model-fit for the whole sample (\( \chi^2 = 392.26, df = 231, \chi^2/df = 1.70, \text{IFI} = .966, \text{CFI} = .966, \text{TLI} = .959, \text{RMSEA} = .050, \text{SRMR} = .039 \)). This suggested that the seven components were appropriate for assessing Chinese preservice chemistry teachers’ TPACK, and they were correlated but distinct from one another. Hence, acceptable discriminant validity could be initially established. Furthermore, all the values of AVEs and construct
reliability were larger than .50 (Table 2), suggesting adequate convergence at the construct level (Hair et al., 2010). As seen in Table 3, all of the square roots of AVEs were greater than the off-diagonal elements in the corresponding rows and columns, indicating adequate discriminant validity of the instrument (see Deng et al., 2014).

Table 3
Correlations among and discriminant validity of the seven TPACK components

<table>
<thead>
<tr>
<th>Components</th>
<th>TK</th>
<th>PK</th>
<th>CK</th>
<th>TPK</th>
<th>TCK</th>
<th>PCK</th>
<th>TPACK</th>
</tr>
</thead>
<tbody>
<tr>
<td>TK</td>
<td>(.79)</td>
<td>.51</td>
<td>.46</td>
<td>.54</td>
<td>.49</td>
<td>.48</td>
<td>.49</td>
</tr>
<tr>
<td>PK</td>
<td>.51</td>
<td>(.75)</td>
<td>.46</td>
<td>.51</td>
<td>.45</td>
<td>.46</td>
<td>.43</td>
</tr>
<tr>
<td>CK</td>
<td>.46</td>
<td>.46</td>
<td>(.82)</td>
<td>.41</td>
<td>.55</td>
<td>.51</td>
<td>.54</td>
</tr>
<tr>
<td>TPK</td>
<td>.54</td>
<td>.51</td>
<td>.41</td>
<td>(.84)</td>
<td>.40</td>
<td>.36</td>
<td>.50</td>
</tr>
<tr>
<td>TCK</td>
<td>.49</td>
<td>.45</td>
<td>.55</td>
<td>.41</td>
<td>(.80)</td>
<td>.36</td>
<td>.59</td>
</tr>
<tr>
<td>PCK</td>
<td>.48</td>
<td>.46</td>
<td>.51</td>
<td>.36</td>
<td>.40</td>
<td>(.82)</td>
<td>.49</td>
</tr>
<tr>
<td>TPACK</td>
<td>.49</td>
<td>.43</td>
<td>.54</td>
<td>.50</td>
<td>.59</td>
<td>.49</td>
<td>(.89)</td>
</tr>
</tbody>
</table>

Note. All correlations (off-diagonal figures) are significant at the .01 level; Diagonal figures in the parentheses are the square root of AVE from items.

Table 4
Fit statistics for testing measurement invariance across gender

<table>
<thead>
<tr>
<th>Model#</th>
<th>(\chi^2)</th>
<th>df</th>
<th>RMSEA</th>
<th>CFI</th>
<th>TLI</th>
<th>Model comparison</th>
<th>(\Delta \chi^2)</th>
<th>(\Delta df)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td>756.32</td>
<td>462</td>
<td>.048</td>
<td>.939</td>
<td>.927</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Model 2</td>
<td>778.43</td>
<td>479</td>
<td>.047</td>
<td>.938</td>
<td>.929</td>
<td>2 v 1</td>
<td>22.11</td>
<td>17</td>
</tr>
<tr>
<td>Model 3</td>
<td>799.15</td>
<td>503</td>
<td>.046</td>
<td>.939</td>
<td>.933</td>
<td>3 v 2</td>
<td>20.72</td>
<td>24</td>
</tr>
<tr>
<td>Model 4</td>
<td>840.56</td>
<td>524</td>
<td>.047</td>
<td>.935</td>
<td>.931</td>
<td>4 v 3</td>
<td>41.41</td>
<td>21</td>
</tr>
<tr>
<td>Model 5</td>
<td>855.95</td>
<td>531</td>
<td>.047</td>
<td>.933</td>
<td>.930</td>
<td>5 v 4</td>
<td>15.39</td>
<td>7</td>
</tr>
<tr>
<td>Model 6</td>
<td>890.03</td>
<td>555</td>
<td>.047</td>
<td>.931</td>
<td>.931</td>
<td>6 v 5</td>
<td>34.08</td>
<td>24</td>
</tr>
</tbody>
</table>

Note. N = 280, 151 (females) v 129; Model 1 - configural invariance; Model 2 - metric invariance; Model 3 - scalar invariance; Model 4 – factor covariance invariance; Model 5 – factor variance invariance; Model 6 – error variance invariance. * p < .05

Factorial validity of TPACK

According to the test of the measurement invariance, the seven-factor structure was equivalently measured across gender. As Table 4 shows, the chi-square difference was not significant (\(p > .05\)) between any two neighboring nested models. Using Hair et al.’s (2010) criterion, this supported the hypothesis that the seven-factor structure was invariant across gender. Such interpretation was also congruent with the results of other tests; that is, there were no noticeable differences in CFI (< .01), TLI (< .022) and RMSEA (< .015) for the above pairs of models. Therefore, it was concluded that the seven-factor structure was invariant across male and female preservice teachers.

Predictive validity of TPACK

According to the results of Spearman rank order correlation, significant correlations were observed for similar TPACK components. Specifically, the TCK scores on the survey (Chai et al., 2011) was significantly correlated with those on the rubric (Harris et al., 2010), \(r = .66, p < .001\). Similarly, significant moderate correlation was also spotted between the TPK scores on the two measures, \(r = .62, p < .001\). For the TPACK component, moderate to high correlations were recognised between its scores on the survey and the last two dimensions of Harris et al.’s rubric, namely the appropriateness \((r = .70, p < .001)\) and fit \((r = .64, p < .001)\) dimensions. Besides, the mean scores for the four dimensions of the rubric were 2.89 (TCK), 2.98 (TPK), 2.77 (TPACK-appropriateness), and 2.77 (TPACK-fit), respectively. They were generally aligned with the mean scores of relevant TPACK components (see Table 2) such as TCK (4.48), TPK (4.49), and TPACK (4.83). These results not only indicated acceptable predictive validity of TPACK, but also provided evidence of convergence across similar constructs (i.e., convergent validity). These findings, however, were inconsistent with those reported in Kopcha et al.’s study (2014).
Lastly, the results of path analysis showed that the preservice teachers’ epistemological beliefs about chemistry significantly predicted their TPACK as a whole, which then predicted their total scores on Harris et al.’s (2010) rubric. In particular, preservice chemistry teachers’ beliefs about the constructive-inventive source ($\beta = .43, t = 3.42, p = .001$) and the tentative nature of chemistry knowledge ($\beta = .43, t = 3.41, p = .001$) were two significant contributors to their TPACK, $F(2, 53) = 47.07, p < .001, R^2 = .64$, Adjusted $R^2 = .63$. Their TPACK also significantly contributed to their lesson planning, $F(1, 54) = 75.83, p < .001, R^2 = .58$, Adjusted $R^2 = .58$. However, scores of the two beliefs subscales did not have significant direct effects on the total scores of the rubric.

**Discussion**

This study aimed to examine the construct, factorial, and predictive validity of the TPACK framework. Three main findings were obtained in this study. First, acceptable convergent validity and discriminant validity were successfully established. Second, adequate factorial validity was supported by the measurement invariance test across gender. Third, satisfactory predictive validity of TPACK was evident through the significant moderate correlations between the scores of similar TPACK components on the two measures: Chai et al. (2011) survey and Harris et al. (2010) rubric. The following discussions highlight the above findings and unfold their implication for theory and practice for teacher education.

**Reinforcing multifaceted validity of TPACK**

This study supported the findings of several empirical studies (e.g., Chai et al., 2011; Chai, Chin et al., 2013; Koh et al., 2014; Lin et al., 2013) in terms of construct validity. Congruent with the framework by Mishra and Koehler (2006), the seven TPACK components were found to be correlated but distinct from one another. This may also help address others’ (e.g., Archambault & Barnett, 2010; Cox & Graham, 2009) concern on the unclear boundaries of the TPACK components. However, such finding was not aligned with other studies (e.g., Hofer & Grandgenett, 2012; Kopcha et al., 2014) that reported unsatisfactory convergent and discriminant validity. For example, despite using instruments and analytic approaches similar to Kopcha et al.’s study, opposite findings were noticed. Such apparent inconsistency could be explained in at least three ways. First, lack of subject-specificity in Schmidt et al. (2009) survey might reduce the construct validity (Chai et al., 2016). As Kopcha and colleagues argued, the “Schmidt et al. (2009) survey items internally lacked specificity in an effort to improve application across contexts” (p.94). However, the adapted TPACK instrument (Chai et al., 2011) used in this study questionnaire underscored the subject-specific nature of TPACK and all the participants were majored in the same subject (chemistry), which might help enhance the correlation between scores on the two measures (i.e., survey and rubric). Second, inadequate clarity or unclear definitions of the TPACK components may be another possible account. Compared to other studies (e.g., Archambault & Barnett, 2010; Jang & Tsai, 2012), the current study might put more effort in crafting the items to effectively distinguish the TPACK components, especially PCK and TPACK. Third, cultural difference could be considered for interpreting the inconsistent findings. As discussed by Kopcha et al., the participants in their study might have overestimated themselves when reporting on their own TPACK profiles (see also Kopcha & Sullivan, 2007). In comparison, perhaps influenced by the Confucian culture that esteems humility (Shafer, Fukukawa, & Lee, 2007), the preservice teachers in mainland China appeared to be humbler and they might even under-represent themselves when reporting on their knowledge efficacy. All the above three explanations are hypothetical only, and require further warrant by research. For example, researchers may conduct similar studies within different subject-specific contexts (e.g., physics, biology, and mathematics), and examine the construct validity through the two common measures (survey and rubric) within different cultural backgrounds (e.g., East and West). Given the culture-specific nature of TPACK (Chai et al., 2016), future studies can further explore how various cultural variables may shape teachers’ TPACK and its development.

The current study also demonstrated how to help to establish the factorial validity of TPACK and its representation in assessments through the test measurement invariance. Within the research field of TPACK, tests of measurement invariance appear essential, especially when the participant population involves at least two subgroups (e.g., gender, subject, and cultural background). For example, for studies that aim to investigate differences in TPACK between two groups (e.g., males and females), measurement invariance must be tested to check whether specific factor structures can be equivalently measured for different groups. As Hair et al. (2010) suggested, the invariance needs to be established at least at the level of scalar invariance (see Model 3 in Table 4), which tests for the equality of the measured variable intercepts (i.e.,
means) on the construct. Without the guarantee of scalar invariance, any comparison across groups would be problematic. In this study, the data supported for the measurement invariance even at the level of error variance invariance (see Model 6 in Table 4). This suggested the appropriateness of using the same instrument (with seven constructs and 24 items) for measuring the TPACK of male and female teachers. Future studies may need to consider the tests of measurement invariance when participants involve different subgroups such as preservice/novice versus in-service/experienced teachers, primary vs. secondary teachers, as well as teachers teaching different subjects.

**Leveraging multiple measures for TPACK**

Two common measures (survey and rubric) were used in this study, and the results of Spearman rank order correlation suggested that these two measures were mutually supported. This finding is consistent with several studies that reported different levels of misalignment among various measures (e.g., Agyei & Keengwe, 2014; Hofer & Grandgenett, 2012). Similar to the Kopcha et al.’s (2014) study, these studies employed Schmidt et al. (2009) survey as one of the important measures. Apart from the aforementioned lack of specificity, Schmidt et al.’s survey may be confronted with another methodological issue that factor analyses were performed on each TPACK component rather than all the items. This may help explain the phenomenon that the low level of associations was recognised between Schmidt et al.’s (2009) survey and other measures (e.g., interview), whereas some other measures could triangulate one another (see Hofer & Grandgenett, 2012).

The plausible mismatch across different measures should not hinder researchers’ confidence in the TPACK assessment, since a certain level of disagreement between any two measures is expected. Instead, future studies may consider the use of multiple measures for assessing TPACK, which may allow for better understanding and even necessary refinement/revision of the TPACK framework. As evident in the literature, researchers have developed various instruments for examining teachers’ TPACK including professed and enacted TPACK. The professed TPACK, often decontextualized, was usually assessed through surveys (e.g., Likert-type scales), open-ended questionnaires, and interviews (Chai, Koh et al., 2013). To assess teachers’ enacted TPACK, often more context-sensitive, researchers tend to rely on other performance-oriented assessments such as class observation, lesson plans, design tasks, learning activities, and case development (see Archambault, 2016 for a review). As Chai et al. (2016) suggested, developing appropriate tests and rubrics for evaluating teachers’ TPACK-in-action (Koh et al., 2014) other than their self-report of TPACK deserves more attention from researchers. Similarly, some researchers (e.g., Abbitt, 2011; Koehler, Shin, & Mishra, 2012; Kopcha et al., 2014) also proposed that future research should place more emphasis on measuring the processes of TPACK construction (enacted TPACK), which may require other measures such as content and discourse analyses of teachers’ design talk, authentic tasks, reflection, portfolios, and other teaching artifacts.

**Unpacking theoretical connection to TPACK**

As found in this study, preservice chemistry teachers’ TPACK was significantly correlated with their epistemological beliefs about chemistry and lesson planning. This finding generally lent support to Biggs’s (1993) 3P model that underlines the relations among presage, process, and product. In this study, teachers’ beliefs (presage) about the constructive-inventive source and the tentative nature of chemistry knowledge both significantly predicted their TPACK (process) as a whole. This could be interpreted through the nature of TPACK that it can be seen as a form of *dynamic* knowledge creation (Chai et al., 2016). Besides, from the perspective of epistemological resources (Hammer & Elby, 2002), student teachers’ epistemological beliefs and TPACK can be considered as an enactment of their integrative and coherent use of relevant epistemological resources (e.g., knowledge is constructed/created stuff, and knowledge is subject to change). As expected, teachers’ TPACK was found to significantly contribute to their lesson planning (product) in this study. However, such a relationship should not be taken for granted. This is because possessing adequate TPACK, and even being able to articulate the rationale for making instructional decisions may or may not lead to a teacher’s design capacity for planning high-quality ICT-integrated lessons. In other words, there might be a gap between teachers’ TPACK and their competency to translate TPACK into lesson designing in authentic contexts. This again highlights the difference and relation between the professed and enacted TPACK. To develop a more fine-grained understanding about their relationship, more empirical studies (especially qualitative studies) are highly required.
Furthermore, it was found that teachers’ TPACK may serve as a pivotal role in mediating the relationship between beliefs and lesson planning (product). Teachers’ epistemological beliefs about chemistry did not have a significant direct effect on their lesson planning, but was mediated through TPACK. Literature on the belief-practice relationship may help interpret this unexpected finding. As many scholars maintained, there is a complex relationship between teachers’ beliefs and practice, which may be facilitated or impeded by various external and internal factors (e.g., Basturkmen, 2012; Mansour, 2009). As one of the internal factors, teachers’ TPACK may exert much more power on lesson planning when compared with their beliefs. In this sense, the role of beliefs was overtaken by knowledge (Buehl & Beck, 2015). Another possible explanation could be the selectivity of the belief-practice relationship. As some researchers argued, such a relationship may vary based on the types of beliefs under consideration (Pajares, 1992) and their status within teachers’ belief system (Green, 1971). In this study, epistemological beliefs may be implicit to the participants since they have seldom been exposed to the learning experience that made epistemology explicit, and they would hardly reflect on their beliefs about the source and nature of (chemistry) knowledge, not to mention to consciously translate their beliefs into practice (e.g., lesson planning). These tentative interpretations would need to be tested in future studies.

**Improving teacher education on TPACK**

The preservice chemistry teachers reported only fairly adequate TPACK. Specifically, their survey scores on the seven TPACK components ranged from 4.40 (CK) to 4.83 (TPACK) out of 7. These findings could be explained by the fact that this study was conducted at the beginning of the TPACK course. Besides, preservice teachers’ rubric scores ranged from 2.77 (TPACK) to 2.98 (TPK) out of 4. This suggested that the participants in some degree were able to design ICT-integrated lessons, but their lesson design capacity and pedagogical reasoning can be further improved. Prior to this course, the participants had completed relevant courses on educational technology, chemistry, and pedagogy. Although they gained certain PCK during the fifth semester, they still lacked experience in how to effectively integrate technology, pedagogy, and chemistry within any courses provided by the university. These may account for the teachers’ mean scores on both the two measures. To address the above shortcomings, the following suggestions can be considered.

First, the TPACK framework can be introduced to preservice teachers at the beginning of the teacher education program. This may help preservice teachers to develop a holistic understanding about the TPACK components, which in turn enables them to appreciate the importance of various courses (e.g., technology-, subject-, and pedagogy-oriented) in shaping relevant knowledge (e.g., TK, CK, and PK). Second, teacher educators should be trained to design their course based on how preservice teachers can use the knowledge gained from relevant courses (Tondeur et al., 2012), which in turn allows them to model the TPACK reasoning process (Voogt et al., 2013) to the preservice teachers. That is, preservice teachers need to be taught how to synthesise the basic and derived knowledge components (e.g., TK, PK, CK, TPK, TCK, and PCK) as epistemological resources to achieve satisfactory TPACK. Third, Harris et al.’s (2010) rubric and the TPACK surveys can be utilised to scaffold the development of ICT course for enhancing preservice teachers’ TPACK. When developing an ICT course for preservice teachers, more emphasis should be given to Levels 3 and 4 of the four dimensions of the rubric, and/or the TPK, TCK, and TPACK components. For example, the instructor can introduce the preservice teachers to the rubric and/or the relevant items from the TPACK survey, and then encourage them to use the rubric or survey items as a design goal to prepare and polish their lesson plans.

**Limitations and future research**

This study has some limitations. First, the findings were based on statistical analysis of survey data and content analysis of the lesson plans, while more detailed information was not collected in this study. For example, one-to-one interviews were not conducted, and fine-grained analysis of the alignment or misalignment of each participant’s survey and rubric scores were not performed. Future studies may address these issues to probe more deeply into preservice teachers’ rationale for their lesson plans, and tease out possible accounts for the alignment or misalignment across the two measures. Second, only one lesson plan was collected from each participant, and perhaps that single lesson plan may not accurately embody a teacher’s TPACK. Given the topic-specific nature of PCK/TPACK (Chai et al., 2016; Shulman, 1986), teachers’ lesson design capacity may vary across different topics/modules (e.g., chemistry concepts, principles, and elements) of secondary school chemistry. Therefore, future research may consider
replicating this study by collecting multiple lesson plans for different topics of chemistry or even other subjects (e.g., physics, mathematics, and language). Third, the sample size associated with the study was relatively small, which might limit the generalisation of the findings. Future studies may involve a larger population to use different subsamples for PCA and CFA separately, which would achieve the cross-validation purpose (see Deng et al., 2014).

Conclusion

The current study may contribute to demonstrating how to establish the construct, factorial, and predictive validity of the TPACK framework and assessments that strive to represent it. It also provided some empirical evidence that supports the convergent and discriminant validity in this context. Future research should further enhance TPACK assessment in teacher education and fully utilise assessment to guide the development and evaluation of ICT courses. Moreover, researchers may probe deeper to study the specificity of TPACK and its connection with fields of beliefs and practice.
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